Frozen localized molecular orbitals in electron correlation calculations – Exploiting the Hartree–Fock density matrix

Péter R. Surján *, Dóra Köhalmi, Zoltán Rolik, Ágnes Szabados

Laboratory of Theoretical Chemistry, Institute of Chemistry, Eötvös University, Budapest P.O. Box 32; H1518 Budapest, Hungary

Received 17 July 2007; in final form 7 November 2007

Abstract

The Hartree–Fock density matrix is used to generate occupied and virtual molecular orbitals localized on a selected (active) region within a molecule. The orbitals are well suited for high level description of electron correlation in the active site. Orbitals outside the active site are not constructed explicitly, they provide a frozen core for the correlation calculation. Standard correlation methods are straightforward to apply and result local correlation energies. Transforming to locally canonical orbitals facilitates an iteration-free evaluation of local Møller–Plesset(MPn) energies. Selection of active orbitals does not produce dangling bonds since no chemical bonds are cut at the boundary.

© 2007 Published by Elsevier B.V.

1. Introduction

Energetics of chemical reactions affected by long range interactions can often be well described by simplified quantum chemical models. On the other hand, electron correlation, that is also important to describe most reactions, may have short radius of action [1,2]. Intention to exploit this duality are present in several efficient algorithms elaborated for large molecules [3–6]. In the present study we describe long range interactions by performing a Hartree–Fock (HF) calculation for the entire system. This is followed by constructing a set of orbitals localized on an active site. The correlation calculation is performed within the selected set of active localized molecular orbitals (LMOs), leaving remote LMOs uncorrelated (frozen). We term this philosophy the frozen LMO (FLMO) approach.

Previously, Maynau et al. followed an FLMO type strategy [1,2,7] with a special scheme for orbital optimization within a local complete active space (CAS) approach. A closely related method termed effective group potential (EGP) was developed by Daudey, Heully, and coworkers [8–10]. They describe the inactive part of the system by a suitably chosen pseudo-potential, using the formalism of core potentials. The divide-and-conquer-type method of Li et al. [11] works with several overlapping MO regions which are treated on the same footing. A reduction of their method to consider just one MO region localized on the active site would correspond to the FLMO philosophy.

The advantages of using local orbitals in the correlation problem are well known [13–19]. Most local correlation methods aim to reproduce the correlation energy for the total system. In contrast to this we shall focus here on the total HF energy plus the correlation energy of an active site.

In the present communication we consider the situation where, having solved the HF equations by some linear scaling algorithm [20–24], individual MOs are lacking, only the density matrix, $P$, is provided. To compute correlation effects in such a case, one may either turn to formulae which give the correlation energy as an explicit functional...
of the density matrix [25,26], or one should develop algo-
rithms to get LMOs from matrix \( P \). An iteration-free algo-
rithm of the latter type is outlined below in combination
with the FLMO approach.

2. Theory

Assume that the HF density matrix \( P \) for a large molec-
ular system is known, but coefficients of individual MOs
\( C_{ij} \) (\( i \) being the MO and \( j \) the AO index) are not available.

In local correlation methods, following the suggestion of
Pulay [27], virtual LMOs are routinely constructed by pro-
jecting atomic orbitals out of the occupied space leading to
coefficients
\[
C_{ij} = \delta_{ij} - (PS)_{ij},
\]
where \( S \) is the overlap matrix of AOs. The resulting LMOs
are not orthonormal.

By analogy, occupied LMOs \( \phi_i \) can also be obtained by
projecting AOs \( \chi_i \) into the occupied space:
\[
|\phi_i\rangle = \sum_j (PS)_{ji} |\chi_j\rangle.
\]
This definition yields the occupied LMO coefficients
\[
C_{ij} = (PS)_{ji}.
\]
In other words, the (nonorthogonal) occupied LMOs are
simply the columns of matrix \( PS \). Since localizability of
the system is reflected in the sparsity of matrix \( P \), coeffi-
cients \( C_{ij} \) in Eq. (1) define localized orbitals, taken into ac-
count that the overlap matrix is also considerably sparse.

The advantage of constructing LMOs by Eq. (1) is that
no iterative procedure is needed to maximize a localization
functional. The disadvantage is that the resulting LMOs
are not only overlapping, but also linearly dependent, since
the number of AOs available for projection is much larger
than the number of occupied orbitals.

A natural way of getting rid of linear dependence is
canonical orthogonalization [28], resulting in a smaller but
linearly independent set of orthogonal vectors correspond-
ing to nonzero eigenvalues of the overlap matrix. Though
canonical orthogonalization produces delocalized MOs,
this poses no problem in the FLMO approach, since the
MOs become delocalized only within the selected subspace.
In other words, we produce locally delocalized MOs on the
active site.

In the orthonormal LMO basis the effective Hamilto-
nian for the active site can be written as
\[
\hat{H}_{\text{eff}} = \sum_{ij} \hat{h}_{ij} d_i^a d_j^a + \frac{1}{2} \sum_{ijkl} [ijkl] d_i^a d_j^a d_k^a d_l^a,
\]
where \([ijkl]\) is a standard two-electron integral in the
[12] notation, and the effective core that accounts for
the field of uncorrelated (frozen) orbitals can be given as
\[
\hat{H}_{\text{eff}} = \sum_{ij} C_{ij} \hat{C}_{ij}.
\]
with the effective core in the AO basis
\[
h_{ij}^{\text{eff}} = h_{ij} + \frac{1}{2} \sum_{l=\text{frozen}} C_{il} [\mu_l | \sigma],
\]
where \( h_{ij} \) is the standard one-electron integral over AOs,
and the double-bar notation is used for the antisymmet-
ized two-electron AO integral. To avoid explicit construc-
tion of frozen LMOs, the frozen core density matrix is
computed as the difference \( \rho_{\text{frozen}} = \rho - \rho_{\text{active}} \), where the
active part of the density matrix is given by
\[
\rho_{\text{active}} = \sum_{i=\text{active}} C_{i} C_{i}.
\]
This leads to the following expression of the effective core
\[
h_{ij}^{\text{eff}} = F_{ij} - \frac{1}{2} \sum_{l=\text{active}} C_{il} C_{lj},
\]
where \( F \) denotes the entire Fockian in the SCF calculation.

Once the effective Hamiltonian is formed, any of the
standard methods to compute the correlation energy can
be used for the active site. If the method chosen requires
canonical MOs (like a standard MPn calculation with a
diagonal Fockian), diagonalization of the limited-size
active Fockian may be performed to yield a set of locally
canonical MOs. In this manner local MPn correlation en-
ergies can be evaluated without the need of amplitude itera-
tions [29,31] or approximations that change the partitioning [30–33].

In brief, the steps constituting the proposed FLMO pro-
cedure are the following:

(1) Determine \( P \) for the whole system in the HF
approximation.
(2) Select the atoms which form the active site.
(3) Project all AOs of the selected atoms to the occupied
and virtual spaces.
(4) Remove linear dependence of the resulting LMOs by
canonical orthogonalization.
(5) Form the effective Hamiltonian for the active LMOs.
(6) Perform the electron correlation calculation with this
effective Hamiltonian in the subspace of the orthog-
nalized active LMOs.

The FLMO approach is useful for molecular systems in
which a local contribution of the correlation energy is of
our interest. The approach is ‘infinitely refinable’ by sys-
tematic enlargement of the active site. Selection of active
LMOs does not produce dangling bonds since no chemical
bonds are cut at the site boundary. The approach is size-
consistent and size-extensive if the method used to evaluate
the correlation energy within the active site is such. Systems
with significant charge transfer can also be treated if the
Hartree–Fock description gives a sufficiently accurate
account of the charge distribution. Note that dividing the
whole system into two disjunct pieces and evaluating the
FLMO energy for both of the fragments, the sum of these
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two will not be the total correlation energy, since the inter-fragment correlation will still be lacking.

Apart from stressing the usefulness of considering an active site within a large molecule, the message we wish to put through presently is the application of density matrix projected LMOs as defined by Eq. (1) along with their canonical orthogonalization. This concept is extremely simple and fitted for the FLMO framework.

3. Numerical illustrations

The role of the preliminary calculations reported below is merely to illustrate the feasibility and accuracy of the FLMO scheme based on the density-matrix-projected LMOs.

Sample MP2/6-31G calculations have been performed for a zig-zag chain built of 16 HF molecules. The geometry is described by the following parameters: \( r(\text{HF}) = 0.97 \, \text{Å} \), \( r(\text{FF}) = 2.5 \, \text{Å} \), \( \angle(\text{FHF}) = 180^\circ \), \( \angle(\text{HFH}) = 116^\circ \). These data are close to the experimental geometry in a crystalline structure [34].

Fig. 1 shows potential curves for the process when the H-F bond length of the terminal HF molecule is varied. The same process is computed for a single HF molecule, denoted ‘one HF in vacuo’. For reference, the full MP2 energy was also obtained for the whole chain denoted by ‘exact MP2’. These curves are to be compared to the FLMO calculation with the elongated HF molecule as the active site ‘FLMO, one active HF’.

The potential curve for the isolated HF molecule is quite different from that of the in-chain curve, while the FLMO method provides a good approximation to the exact result. The latter predicts practically the same equilibrium bond length while in the former case the minimum is shifted by some 0.1 Å.

To get a better view into the accuracy of the FLMO approach, we plotted energy errors with respect to the full MP2 calculation in Fig. 2. MP2 results for two terminal HF molecules are also shown (‘two HF in vacuo’). Similarly, the FLMO results with the two terminal HF molecules constituting the active site (‘FLMO - two active HF’) are also plotted. The Figure shows that the FLMO approach improves both (i) the error of the isolated molecule treatment, on the mH scale and (ii) the curvature around equilibrium.

In Table 1 we report dissociation energies corresponding to the process when the terminal H atom is removed from the HF chain. Since MP2 is inapplicable to follow this process, we used a multi-reference treatment. Lengths of non-dissociating bonds were relaxed at the Hartree–Fock level, and a generalized valence bond (GVB) calculation was performed for the active site. To initiate the GVB orbital optimization, the active MOs were subjected to a Boys’ localization procedure. The optimal GVB wave function was used as the reference function for a subsequent multi-configuration perturbation theory (MCPT) calculation [35]. Results are tabulated for one and two isolated HF molecules, respectively, as well as for the whole chain with one, two and three HF molecules constituting the active site. There are two interesting aspect to observe in the table. One is the apparent convergence of FLMO computed approximations as the size of the active site gets

![Fig. 1. Potential curves at around equilibrium for the F...H dissociation in a HF chain. The curves are shifted to a common energy minimum.](image)

![Fig. 2. Energy errors with respect to the MP2 calculation for the full chain of 16 HF units.](image)
enlarged: there is less than 10 kJ/mol difference between 2 and 3 HF molecules forming the active site. The false trend of ‘in vacuo’ calculations with increasing the molecular fragment is also noteworthy, i.e., dissociation energies increase upon stepping from one HF unit to two. This is opposed to the decrease observed for the same step in the FLMO results.

The above demonstration – a quasi one-dimensional H-bonded chain – admittedly represents an ‘easy’ case for the FLMO philosophy. In 3-D structures and if the system is covalently bound much larger active sites may need to be selected to achieve similar accuracy. An example is given by Table 2 where an isomerization energy of an alkane chain is shown with two active spaces of different sizes. The FLMO method is quite successful also in this case; if a sufficiently large active site is used. Though the isomerization energy is not yet significantly improved from its Hartree–Fock value if only a C5H11 unit is selected, it gives values close to the exact MP2 and MP3 ones if a C6H13 is used as the active site. Note that even for the larger active space and even for this short chain there is a factor of 6.8 in favor of FLMO in terms of computational time for MP3 (the same factor is 4.9 for MP2). For a metallic system the situation is clearly much more difficult, and it is evident that the FLMO approach is not one’s choice when describing collective effects.

The goal of the present applications is simply to show the efficacy of the FLMO approach, utilizing neither any sophisticated computational techniques nor requiring extreme computational resources. More voluminous calculations are in progress and planned to be reported subsequently.
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